




where Amp is the surface are of the oblate, ellipsoidal melt pool with two diameters equal to D1 and 

the other equal to twice the dmp.  The resistances are then combined in parallel to yield Rh+σ by: 

 

𝑅h+σ
−1 = 𝑅h

−1 + 𝑅σ
−1 

 

 The capacitance of the melt pool, Cmp, is dependent upon amount and properties of the 

melted material and is defined in Eq. (14): 

 

𝐶mp = 𝑐p,l𝜌l𝑉mp 

 

where Vmp is the volume of the melt pool.  The melt pool is assigned an effective thermal 

conductivity, kmp; therefore, the resistance through the melt pool, Rmp, is calculated using a 

standard conductive resistance model: 

 

𝑅mp =
𝑑mp

𝑘mp𝐴mp
⁄  

  

In the thermal circuit shown Figure 4, the top node receives the compensated heat transfer 

input from the laser and represents the melt pool surface temperature.  From this node, heat 

(analogous to current in an electrical circuit) is allowed to flow to the convective/radiative 

resistance (Rh + Rσ), melt pool capacitance (Cmp), and melt pool (Rmp).  The addition of the three 

heat flows should add to give qII.  Convective, radiative, and capacitive resistances were all 

modeled as to terminate at ambient temperature.  For the capacitor, the environment determines 

the amount of energy storage available.  The same amount of power going into the combined melt 

pool and spreading resistances will also travel through the bulk part.  However, average 

temperature (analogous to voltage in an electrical circuit) of the melt pool surface, Ts, and melt 

pool bottom, Tmelt, will be dissimilar.  The former value will be unknown while the latter is the 

material’s liquidus temperature.  By knowing the input power, ambient temperature, and 

temperature at the bottom of the melt pool, the average surface temperature of the melt pool may 

be found.  Only an average temperature is found due to the one-dimensional nature of the system.   

 

 Finally, the intra-part heat transfer after the melt pool was assumed to be representative of 

heat transfer from an extended surface.  The hyperbolic equation used to describe the temperature 

distribution within a rectangular fin of prescribed end temperature is used.  The equation has been 

excluded for brevity, but is well known and easily accessed [31].  Since the current setup is 

essentially a “reversed fin”, the “base temperature” (hot side) of the fin is taken as the average 

temperature of the upper surface.  This distribution is solved while accounting for the convection 

around the part as well as the conduction through it.  Rosenthal’s solution has been utilized to 

determine the average temperature of the part’s upper surface between the edges of the part and 

melt pool.  The value is used as the upper surface temperature in the fin temperature distribution.  

Average melt pool temperature is calculated directly from the resistance network and is included 

in the overall surface average.   

 

 

 

(13) 

(14) 

(15) 
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Experiments 

 

 The two thin walls of different lengths in Figure 5 were printed in order to validate the 

current model. Because the walls were thin, no value was prescribed for the wall thickness which 

was measured to be around 2 mm after fabrication.  This thickness is largely a result of the selected 

process parameters used in Table 2 which were determined before hand through experimentation 

to yield fully dense thin walls.  Height was kept constant at 21.09 mm and length, a, was changed 

from 25.4 mm to 50.8 mm. An OPTOMEC LENSTM 750 system with a Nd:YAG laser was used, 

in conjunction with spherical Ti-6Al-4V particles.  The molten metal was deposited track upon 

track to build up the thin walls atop a substrate of the same material by moving a build platform 

underneath the static laser.   

 

 

  An infrared (IR) camera (calibrated to black-body temperature) mounted to the moving 

build platform gathered images of the bulk thermal histories of each wall.  The IR camera 

possessed a spectral response range of 8–14 μm and was set to capture images at a rate of 14 Hz.  

Each pixel was found to correspond roughly to about 0.37 mm on the build.  Because IR cameras 

are difficult to calibrate to true temperatures due to a materials emissivity’s dependence on view 

angle and spectrum, normalized IR values were used in model comparisons.  To do this, each row 

of pixels extending from edge to edge along the length, a, of the wall was averaged together from 

the top of the wall to the bottom.  An average temperature distribution along the height of the walls 

was thus obtained.  The distribution was then normalized by dividing all of the average values by 

the maximum average value.  Each image at the temporal mid-point and end of the build was 

processed individually in the same fashion with the laser at the center of the upper surface. 

 

A dual-wavelength (DW) pyrometer was set up to view the melt pool at all times and 

captured images at a rate between 4 – 7 Hz.  For each image, all temperature values exceeding 

Tmelt were averaged together to determine the experimental, average melt pool temperature.  Melt 

pool images and the immediate heat affected zone (HAZ) are shown in Figure 6 (a) and (b) during 

the final layer of the small and long length builds, respectively.  Any values greater than Tmelt 

belong to the melt pool while the rest are part of the HAZ (values < 1300 °C are considered noise 

21.09 mm 21.09 mm 

~2 mm ~2 mm 

a = 25.4 mm a = 50.8 mm 

Figure 5. Dimensions of thin walls used in experiments to validate model. 
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and have been excluded).  The melt pools are shown to be of relatively the same size and shape, 

though (b) shows slightly higher average temperature values.   

 

Results & Discussion 

 

 The calculated, average melt pool temperature using the thermal resistance network and 

experimentally-measured, average melt pool temperature from the two thin wall builds are shown 

together in Figure 7.  As calculated, the average melt pool temperature was found to be 2051 K for 

both sized walls.  In fact, the height of the wall was not found to affect this value within the ranges 

tested.  The calculated value translates to an error of 2% and 3% for the 25.4 mm and 50.8 mm tall 

walls respectively.  Pyrometry data agree with the calculations to the extent that the highest 

sustained temperature of the melt pool is the same.  One should recall that the calculations from 

the thermal network occurred with a still laser whose temperature was found to reach steady state 

around 2 s after being turned on.  The experiment itself consisted of consecutive layers building 

upon each other, and the data it produced shows average melt pool temperature at every point 

during the build.  Figure 7 shows that the wall of smaller a value starts at a certain temperature, 

steadily rises, and then achieves steady-state temperature similar in magnitude to which it began. 

  

  Bulk temperature data was gathered by an in-chamber, infrared (IR) camera mounted on 

the moving stage to which the substrate was secured.  The average temperature distribution was 

extracted from the top to the bottom of each thin wall geometry at the temporal mid-point of the 

build as well as the completion.  Part temperature distribution was modeled as a fin with prescribed 

values for end temperatures as mentioned in the previous section.  The results of this model 

represent the average temperature distribution along the height of the part.  To normalize these 

values, the points on the temperature distribution were divided by the maximum, calculated value.   

Figure 6. Melt pool images taken as the laser deposited in the center of the part 

during the final layer of the a = 25.4 mm (a) and a = 50.8 mm (b) builds. 

Temperature scale in °C. 

(a) (b) 

359



Comparative results between normalized experimental and model data are shown in Figure 8 (a) 

and (b).   

 

 

 
Figure 7. Comparison of average melt pool temperature between the a = 25.4mm and a = 

50.8mm thin walls against build time. Each pyrometry data point shows the average 

temperature of the melt pool at a given time.  The calculated, average temperature was 

found via the resistance network.  

  

Figure 8 (a) shows the normalized, average temperature distribution along the thin wall of 

smaller length.  As seen in the figure, values align at the top and bottom of the wall at both wall 

heights.  This is, of course, expected since the top of the wall is being heated while the bottom is 

near ambient conditions.  However, the modeled distribution predicts a linear decay as opposed to 

the exponential decay shown by the data.  This suggests that the free convection, heat transfer 

coefficient used in the fin model is too low.  Upon increasing this coefficient, the model begins to 

approach the experimental data.  When the length of the part is increased, the model seems to 

decrease in accuracy.  While an increased heat transfer coefficient will still cause the model to 

approach the data, the normalized endpoints remain incongruent.  This phenomenon may be related 

more to the experimental conditions than the modeled conditions.  Depending on the relative 

location of the part to the IR camera, results could vary slightly due to the angular variance of a 

material’s emissivity.  
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Figure 8.  Test and calculation comparisons of a=25.4 mm (a) and a = 50.8 mm (b) thin wall 

temperature profile. 

Finally, the uncalibrated, bulk, average temperature distributions from the experimental IR 

data are compared in Figure 9.  Higher surface temperature is seen in the smaller length thin walls 

than the larger – a trend that is mimicked by the fin-modeled distribution.  This occurrence may 

not only be explained by the smaller dwell time between layers for the smaller build, but it may 

also be attributed to the edge-effects in the build.  Since the part is smaller, more heat tends to 

remain near the edges: increasing average temperature.  Furthermore, the longer build shows a 

lower relative temperature simply because there is a greater length of the build.  Thus, the expanse 

of the lower temperatures is greater from edge to edge.  Because of these observations, average 

temperature distribution within the part is shown to be dependent upon size.  This conclusion has 

little merit in-and-of itself, but it does suggest that thermal gradients within the part will be 

different as size changes.  Grain growth would then be indirectly affected through the average 

temperature distribution. 
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Figure 9. Comparison between the average temperature distribution of the thin walls of 

varying lengths shown near halfway (solid lines) and at the completion (dashed lines) of the 

builds.  The IR signal has not been calibrated and is therefore considered unitless. 

Conclusions 

 

 A thermal resistance network to determine the average surface temperature of the melt pool 

has been devised and validated against experimental data.  The calculated surface temperature is 

in good agreement with the data, and does not appear to vary with increased wall length.  However, 

further experiments are hypothesized to show a decreased average melt pool temperature with 

increased thickness.  The model may aid in selecting preliminary parameters (particularly laser 

power and powder feed rate) to aim for a certain average melt pool temperature.  This can be useful 

when minimizing energy input is desired. 

 

Average temperature along the height of the thin wall has also been idealized as a fin 

temperature distribution with Dirichlet boundary conditions.  When compared to normalized, 

experimental data the idealized results seem to suggest that a higher heat transfer coefficient in the 

model would be required to approach the real-life trend.  Average temperature distribution within 

the wall was shown to decrease with increased thin wall length by both model and data values.  

Though this does not directly correspond to a change in microstructure, it may suggest a change 

in thermal gradients that could affect grain growth direction. 

 

Model results may be improved by incorporating thermal resistances into the model.  Better 

understanding on the connection between thermal spreading and the melt pool will be explored in 

order to increase accuracy of the melt pool temperature prediction.  Future research will also aim 

to solve the heat equation for thermal spreading with DED boundary conditions as well as a moving 

heat source.  Such an equation will allow researchers to further understand the part’s size effect on 

melt pool and bulk temperature distributions.   

 

 The thermal network presented is a step towards creating a tool that may be used by 

researchers as a preliminary to parameter selection when part size is changed.  It is not meant to 

replace detailed FEA models, but is intended to service those who may not have access to large, 

data-handling hardware or FEA software.  This model is also not meant to replace process maps 

that present relationships between process parameters (laser power, scan speed, etc.) and part 
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properties (solidification microstructure, residual stresses, etc.).  However, it aims to supplement 

these maps by providing thermal information on detailed geometries.  
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