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Abstract

Input of accurate material and simulation parameters is critical for accurate predictions in Laser Powder Bed Fusion (L-PBF) Finite Element Analysis (FEA). It is challenging and resource consuming to run experiments that measure and control all possible material properties and process parameters. In this research, we developed a 3-dimensional thermal L-PBF FEA model for a single track laser scan on one layer of metal powder above a solid metal substrate. We applied a design of experiments (DOE) approach which varies simulation parameters to identify critical variables in L-PBF. DOE is an exploratory tool for examining a large number of factors and alternative modeling approaches. It also determines which approaches can best predict L-PBF process performance.

1. Introduction

Laser powder bed fusion (L-PBF) is an additive manufacturing (AM) technology for the fabrication of near net shaped parts directly from computer-aided design (CAD) data by sequentially melting layers of metal powder with a laser source. L-PBF is one of the most promising additive manufacturing processes because it provides better surface and geometric part quality compared to other metal AM technologies. However, the highly localized laser power input leads to extremely high local temperature gradients. As a result, significant residual stresses, distortion, unique microstructures, and defects may occur within a workpiece. A round robin comparison of mechanical properties [1] found that the quality and properties of deposits can vary significantly even when all producers are using the same materials, processing parameters, and, in some cases, even when the same type of L-PBF machine is used.

L-PBF finite element modeling plays an important role in understanding the L-PBF process, predicting optimal fabrication strategies, and qualifying fabricated parts based on those strategies. Accurate temperature prediction from computational thermal modeling is also critical for modeling microstructure evolution and residual stresses. Although several thermal finite element analysis (FEA) models appear in the literature [2-14], significant challenges remain to construction of accurate FEA simulations of the L-PBF process. Input of accurate material and simulation parameters is critical for accurate prediction of process signatures, such as peak temperature, melting pool size, etc. The measurement and control of all possible material properties and processing parameters is challenging and resource consuming. Therefore, a computational design of experiments (DOE) approach was undertaken to simplify this task.
In this research, we developed 3-dimensional thermal FEA models of L-PBF process. These FEA L-PBF thermal models incorporate a continuous moving heat source, phase changes, and powder thermal property changes after melting. A single track laser scan on one layer of metal powder above a solid metal substrate was modeled. A computational DOE approach was used that varied simulation parameters to identify the critical variables for accurate representation of the L-PBF process.

2. Computational Design of Experiments

As discussed above, to explore the dominant factors contributing to the uncertainty of the L-PBF process, we applied a computational DOE approach. The results from the FEA models with a range of processing parameters and materials properties provide the evaluation input for the DOE.

2.1. Model description

Using the commercial FEA code ABAQUS\textsuperscript{1} [15], a non-linear, transient, thermal model was designed and executed to obtain the global temperature history generated during a single AM laser scan. The mesh design is shown in Fig. 1. The specimen is a solid substrate with one layer of powder. The dimensions of the specimen are 6 mm (length) \times 1.4 mm (width) \times 0.6 mm (thickness). The powder layer thickness is 37 \mu m. A single-track laser scan across the metal powder layer was modeled. To reduce computation time, the elements that interact with the laser beam are finely meshed with six hexahedral elements within the diameter of the laser, and a coarse mesh is used for the surrounding loose powder and substrate. Within the fine mesh, the element size is 16.7 \mu m (length) \times 16.7 \mu m (width) \times 12.3 \mu m (thickness).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{model_mesh.png}
\caption{Finite element one track thermal model mesh. The dark dots are the points used for the temperature history output.}
\end{figure}

\textsuperscript{1} Certain commercial entities, equipment, or materials may be identified in this document in order to describe an experimental procedure or concept adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the entities, materials, or equipment are necessarily the best available for the purpose.
2.2. Thermal modeling

The heat conduction in the L-PBF process was modeled using the Fourier heat conduction equation given by Carslaw and Jaeger [16]:

\[ \rho c \frac{\partial T}{\partial t} = \frac{\partial}{\partial x} \left( k \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial z} \left( k \frac{\partial T}{\partial z} \right) + Q \]  

(1)

where \( \rho \) is the material density; \( c \) is the specific heat capacity; \( k \) is the thermal conductivity; \( T \) is the temperature; \( t \) is the interaction time, and \( Q \) is the internal heat.

The initial condition assumed a uniform temperature distribution throughout the specimen at time \( t = 0 \), which can be expressed as

\[ T(x, y, z, 0) = T_0 \]  

(2)

where \( T_0 \) is the preheat temperature taken as 353 K (80 °C).

The boundary condition on the top surface includes the input heat flux, surface convection, and radiation that follow the equation:

\[ (-k \nabla T) \cdot \hat{n} = q_s + h(T - T_e) + \varepsilon \theta \sigma(T^4 - T_e^4) \]  

(3)

where \( q_s \) represents the laser heat input, \( h \) is the convection heat transfer coefficient, \( \varepsilon \theta \) is the thermal radiation coefficient, \( \sigma \) is the Stefan-Boltzmann constant, and \( T_e \) is the ambient temperature. An adiabatic boundary condition was applied to all the surfaces except the top surface of the specimen.

2.4. Modeling the moving heat flux

The laser in this study is the continuous Ytterbium fiber diode laser (wavelength = 1.064 μm) that is widely used in actual L-PBF processes. A user subroutine was developed to simulate the characteristics of the heat flux of the laser onto the sample surface. The surface heat flux of the laser beam is modeled as a Gaussian distribution [7]:

\[ q_s = \frac{2AP}{\pi r_b^2} \exp \left( -\frac{2r^2}{r_b^2} \right), \]  

(4)

where \( P \) is the laser power, \( A \) is the absorption coefficient of the powder layer, \( r \) is the radial distance relative to the center of laser beam, and \( r_b \) is the radius of the laser beam, which is 50 μm in our simulations.

2.5. Materials properties

Inconel 625 was used in this study because: a) it is widely used in the L-PBF process, and b) it was the material used in the L-BPF round robin tests [1].
The powder packing ratio, $\phi$, is a function of the local density of the powder, $\rho_{\text{powder}}$, and the density of the solid material, $\rho_{\text{bulk}}$:

$$\phi = \frac{\rho_{\text{powder}}}{\rho_{\text{bulk}}}. \quad (5)$$

In our FEA model, the initial powder density linearly increases to the bulk density when the temperature is above the solidus temperature, $T_s$, and below the liquidus temperature, $T_l$, on the Inconel 625 phase diagram [20, 21]. The initial powder-state elements are irreversibly changed to bulk-state elements when the temperature exceeds $T_l$. Consequently, the density and thermal conductivity of the powder bed are treated as a function of temperature and a melt-state variable which records if the powder has experienced the first melting point. These changes are performed by the ABAQUS user subroutine and $\rho_{\text{powder}}$ is defined as:

$$\rho_{\text{powder}} = \begin{cases} 
\phi \rho_{\text{bulk}}(T), & T \leq T_s, \text{ Before first melt} \\
\phi \rho_{\text{bulk}}(T_s) + \frac{\rho_{\text{bulk}}(T_s) - \phi \rho_{\text{bulk}}(T_s)}{T_l - T_s} (T - T_s), & T_l < T < T_s, \text{ First melt.} \\
\rho_{\text{bulk}}(T), & T \geq T_l, \text{ First melt} \\
\rho_{\text{bulk}}(T), & \text{After first melt}
\end{cases} \quad (6)$$

From prior research [17, 18], the effective thermal conductivity of a powder bed depends not only on the conductivity of the bulk material, but also on the packing fraction, the particle size distribution, the particle morphology, and the thermal conductivity of the surrounding gas. It was found that the thermal conductivity of the powder, $k_{\text{powder}}$, is much smaller than that of the bulk material at room temperature [17]. In these simulations, the thermal conductivity of the powder is not directly connected to the powder packing ratio and $k_{\text{powder}}(T)$ ranged from 1.0 W/mK to 3.0 W/mK [19] before the first melt. The effective thermal conductivity of the powder $k_{\text{powder,eff}}$ is defined as

$$k_{\text{powder,eff}} = \begin{cases} 
k_{\text{powder}}(T), & T \leq T_s, \text{ Before first melt} \\
k_{\text{powder}}(T_s) + \frac{k_{\text{bulk}}(T_s) - k_{\text{powder}}(T_s)}{T_l - T_s} (T - T_s), & T_l < T < T_s, \text{ First melt.} \\
k_{\text{bulk}}(T), & T \geq T_l, \text{ First melt} \\
k_{\text{bulk}}(T), & \text{After first melt}
\end{cases} \quad (7)$$

where $k_{\text{bulk}}$ is the thermal conductivity of the bulk material. The latent heat was added when the temperature was between the solidus and liquidus temperatures. The temperature-dependent bulk material density and specific heat were calculated from a Scheil simulation for the nominal IN625 composition and using the TCNI6 thermodynamic database [20] within the Thermo-Calc software [21].

### 2.6. Design of experiments

In the L-PBF process, there are dozens of factors that may influence the quality of a final manufactured part [22]. It is challenging and expensive to measure and control all possible material properties and process parameters. For example, if 50 different factors interact with
each other, a proper uncertainty budget should consider, at least, the roughly 1200 2-term interactions as well as the nearly 20,000 3-term interactions formed from combinations of the original 50 parameters. Investigating all of these interactions experimentally is unfeasible. The task of determining the importance of such a large number of factors can be greatly simplified by using *a priori* knowledge of the processing, experimental experience, computation modeling experience, and statistical/computational DOE methods.

To demonstrate this approach, ten factors thought to be important were selected for DOE analysis. These ten factors include both processing and material properties parameters. The choice of factors is guided by prior research, experience on processing quality control, and computational modeling. An exhaustive screening design would likely consider many more factors and a corresponding increase in the number of simulation runs. Since the goal of this preliminary work is to identify dominant factors, and not to fully characterize the response function, we choose a two-level screening design. As the ranges of most factors in the L-PBF process are not available, the values of the two levels (high and low, or + and -) for each of the factors come from our experience, just for demonstration.

The factor and level combinations needed for the screening were drawn from standard tables [23]. In this case, $2^{10-6}$ fractional factorial design was chosen. In this notation, the ‘2’ indicates a two-level design (two possible values for each input parameter), the “10” indicates that ten factors or parameters are considered and the “III” reveals that this design is resolution three, which means that the main effects of the ten variables are not confounded with any 2-term interactions. Some confounding of 2-term interactions with each other is present, however. This design requires $2^{10-6} = 2^4 = 16$ simulation runs. Table 1 listed the input parameters for the 16 runs used in this research.

Table1: List of input parameters and a resolution III fractional factorial orthogonal design for a 10-factor, 16-run numerical FEM experiment

<table>
<thead>
<tr>
<th>Run No.</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>X5</th>
<th>X6</th>
<th>X7</th>
<th>X8</th>
<th>X9</th>
<th>X10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Run (00)</td>
<td>0.37</td>
<td>0.05</td>
<td>353</td>
<td>0.12</td>
<td>$\text{Rho (T)}$</td>
<td>$\text{Cp (T)}$</td>
<td>$\text{Cp (T)}$</td>
<td>$\text{k (T)}$</td>
<td>50</td>
<td>195</td>
</tr>
<tr>
<td>+/- variation</td>
<td>10%</td>
<td>10%</td>
<td>1%</td>
<td>1%</td>
<td>0.5%</td>
<td>1%</td>
<td>3%</td>
<td>3%</td>
<td>10%</td>
<td>2.5%</td>
</tr>
<tr>
<td>Run No.(01)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Run No.(02)</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Run No.(03)</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Run No.(04)</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Run No.(05)</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Run No.(06)</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Run No.(07)</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Run No.(08)</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Run No.(09)</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Run No.(10)</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Run No.(11)</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Run No.(12)</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Run No.(13)</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Run No.(14)</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Run No.(15)</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Run No.(16)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>
We note that a k-factor, 2-level orthogonal design, such as the one used in this study, has a balanced number of settings for each factor, and for every pair of factors. Such balance yields many advantages, including: 1) coverage and robustness: the design points provide coverage across the entire k-space of factors, thus yielding robust effect estimates with minimal bias; 2) uncertainty-reduction: each factor effect estimate uses all n observations, thus making the uncertainty for each estimate is as small as possible; 3) superiority over 1-factor-at-a-time experiments: orthogonal designs minimize factor confounding/contamination and maximize (if possible) the ability to estimate interactions; 4) hypothesis testing: if a factor is in fact significant in reality, then our ability to carry out a hypothesis test and conclude the factor is “significant” is maximized; and 5) simplified least squares: the resulting factor effect estimates are least squares equivalent and simplify to (average Y at high setting) – (average Y at low setting).

3. Results

3.1. FEA temperature profile

Figure 2 shows the center point on the scan surface (as shown in Fig. 1) temperature as a function of time for all 16 computational DOE runs. It can be seen that the temperature profile shows a clear transition between the solidus and liquidus temperatures because of the latent heat. For simplicity in this first attempt, we selected the peak temperature of each profile as the DOE input data. In the future, the geometry of the melt pool can be used for a more physically useful parameter.

3.2. Design of Experiments Result

From the FEA model of a single laser scan track using the parameters specified in Table 1 for each of the 16 runs, we obtained the peak temperature at the center point of the specimen top surface during the scanning process. We then conducted a sensitivity analysis using these 16 runs plus a center point (the base design solution) computational experiment, using a computer code written in DATAPLOT [24].

Figure 2: The temperature at the center point of the scan surface (as shown in Fig. 1) as a function of time for all 16 computational DOE runs.
3.2.1 Effects order

One useful tool for quickly visualizing dominant factors is to plot the main effect as shown in Figure 3. When displayed in this format, factors that have a large impact on the peak temperature appear as line segments with large slope. The slope directions denote the peak temperature change direction with the individual factors. In Fig. 3, we observed that the laser power (X9) and material specific heat (X6) have the largest effects, with the laser power being statistically significant at the 95% percent level. As expected, increasing the laser power will increase the peak temperature while the materials with higher specific heat will generate lower peak temperature.

Figure 4 displays the order of the ten factors affecting the peak temperature. It can be seen that besides laser power (X9) and specific heat (X6), the other dominant factors include the laser scan speed (X10) and the powder packing ratio (X8). Each of these four factors produces a temperature response $\geq 2\%$. Lower response factors ($\approx 1\%$) include the thermal conductivity (X7) and density (X5). Convection has the least impact on the peak temperature.

3.3. Significance and limitations of the computational DOE approach as a tool for identifying critical variables in L-PBF

DOE-based sensitivity analysis can play an important role in quality control for additive manufacturing of parts. However, this approach is limited in the sense that it requires the user to exercise judgment in selecting the appropriate number of the parameters for implementation. In case of doubt, one can, nevertheless, try several schemes to obtain reasonable results.

Figure 3: Main effects plot of the 10-factor, 16-run 2-level, fractional factorial orthogonal DOE.
Meanwhile, the current preliminary thermal modeling neglects important factors such as the powder shape and geometry, shrinkage, liquid solid interactions, the dependence of powder thermal conductivity on the powder packing ratio, etc. Also, the processes of vaporization and splattering were neglected. Eventually, all of these factors must be evaluated to determine their role in producing reliable and consistent AM-manufactured parts.

Figure 4: Ranking of effects plot of the 10-factor, 16-run 2-level, fractional factorial orthogonal DOE

Figure 5: Uncertainty estimation based on (a) 2-Factor and (b) 4-Factor linear least-square submodel.
4. Concluding Remarks

We characterized FEA thermal modeling of a single track L-PBF process using a 10-factor, 16-run, 2-level, fractional factorial orthogonal design of experiments. We obtained the order of dominant factors affecting the IN625 single track peak temperature as (1) laser power, (2) specific heat, (3) laser scan speed, and (4) powder packing ratio; all of these factors affected the peak temperature by ≥ 2%. Processing parameters (laser power and scanning speed) and material properties (specific heat and powder packing ratio) both impact the uncertainty quantification and the AM part quality.

Our computational design of experiments method provides an exploratory tool for examining a large number of factors and alternative modeling approaches, allowing us to determine which approaches can best predict AM process performance. The largest potential impact of this work is to determine what process parameters and material properties most affect the quality of an AM-manufactured part. This will allow AM process experts to concentrate their efforts on those factors that have the largest impact.
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